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Today, we will see another application of the experts framework. Today, we will get to know
another one. To some extent, our flow algorithm is an application of this result.

1 Zero-Sum Games

A zero-sum game is a special case of a two-player game. The game is represented by a matrix
A € R™ " Player 1 (the row player) chooses a row index i; player 2 (the column player)
chooses a column index j. Given these choices, the row player has to pay A;; units of money
to the column player. (The amount can also be negative.)

Example 26.1. The famous game Rock-Paper-Scissors is represented by the matrix

0 1 -1
A={| -1 0 1
1 -1 0

We allow players to randomize their strategies. That is, the row player may choose a vector
X = (T1,...,%Tm), Doy x; = 1; the column player may choose a vector y = (y1,...,Yn),
Z?Zl y; = 1. We denote the respective sets of feasible vectors by A,, and A,,. (These sets of
so-called mixed strategies are called the m- or n-dimensional simplex.) Note that the expected
outcome can be represented as a vector-matrix-vector product x ' Ay.

2 The Minimax Theorem

It seems to be a clear advantage to choose the probabilities only after the other player has done
so. But, the main result for zero-sum games, the minimaz theorem, states that this is actually
not true if we allow probability distributions.

Theorem 26.2. For every matriz A € R™*"

max min xTAy = min max XTAy .
YEA, XEA, XEA, YEA,

Observe that by the order of the maximum and the minimum on the left-hand side the
column player moves first and then the row player moves. On the right-hand side, first
the row player commits to her probability vector and only then the column player chooses
hers, possibly depending on the row player’s choice. So, the theorem states that it does
not matter if one of the two players moves first or both move simultaneously. The quantity
A = maXyeA, MilxeA,, x " Ay is called the value of the game.

Example 26.3. The value of Rock-Paper-Scissors is 0. To see this, we first consider what
happens if the column player moves first. If she chooses y = (%, %, %), then x" Ay = 0 for all
x because Ay = 0. Therefore, the column player ensures by this choice that she always gets
at least 0, meaning that A > 0. Analogously, if the row player moves first, then x = (%, %, %)
ensures for the row player that she always pays at most 0, meaning that A < 0.

With the choices x =y = (%, %, %), both players are happy and they don’t care who commits
first.
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As we have already realized, there is no disadvantage to move second. Hence, showing “<”
in Theorem 26.2 is straightforward and the statement that really needs a proof is that also “>”
holds.

3 An Experts Algorithm as Row Player

We will now prove the minimax theorem. Recall that an experts algorithm computes probability
vectors pM), ..., pT). So, if we have m experts, this could be possible choices of probability
vectors for the row player. Our goal is to use the no-regret property to show the “>” part of
the equality.

We still have to define the cost of an expert 7. To this end, we use that, in step ¢, the
algorithm deterministically determines the vector p) before seeing ¢(). Therefore, () can be
the game outcome provided that the column player moves after the row player. That is, let y®)
maximize (p®)TAy®) and set £() = Ay®).

By this definition

sz(t)gl(t) = (p) T = (pMTAy® .
=1

We always let the column player move second. So, the outcome for her is at least as good
as if the row player chose the minimum, that is,
T Ay® = max (p®)TAy > min maxx' A
() Ay yeAn(p ) y 2 min maxx Ay,
where the equality follows from the definition of y() and the inequality because any possible

term is at least the minimum.
Now, we use the regret definition. It says that

T m T
Regret(T) = Z Zpgt)ﬂz(.t) — min Z th) .
t=1 i=1 R

Let us understand the term min; Zthl EZ@. We use that the minimum is upper-bounded by any

weighted average. Therefore, we have for all x € A,,

T m T T m
miin;ét) < Z;.TZ ;Egt) = Z Z xzﬁl(t) .

t=1 i=1

(®)

Furthermore, by the definition of /;”, we have

m

Z :L,Zgz(t) — XTAy(t) .

i=1
Note that this holds for all x, so overall

T © T

. t . T (t)
mimtzlfi < xrélg:n tzlx Ay .

Furthermore,

T T
in 2 XAV = min xTA (Z y(”) < T jugs juin xTAY
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In combination

(T) > min max x Ay — max min x' Ay .
XEAR YEAR YEAL XEAR

1
—Regret
T8
If the row player uses a no-regret algorithm, we have Regret(T) = o(T), that is for every
€ > 0 there is a T' that guarantees %Regret(T) < ¢, this then means

max min x' Ay > min maxx' Ay —e¢ .
yEA, XEA, XEA, YEA,

This guarantee holds for all € > 0. Taking the limit for ¢ — 0 shows the claim.

4 Max Flow as a Zero-Sum Game

Zero-sum games also help us to see the Max-Flow Problem and our algorithm which uses an
experts algorithm in a new light. Note that if there is a flow of value F™*, there is a way to
assign probabilities (2})pep to the s-t paths such that any edge e fulfills } " p. cp2p < £5.
Inspired by this observation, consider the zero-sum game in which the row player chooses
paths and the column player chooses edges. If the row player chooses path P and the column
player chooses edge e, the transfer should be Ap, = IZ—: if e € P and 0 otherwise. This way, we
have . o
* * *
(x*)"A) = Z XpApe = Z xpc—e <1 foraleeckF

Pcp P:ecP
and therefore also

x)TAy <1 forally e A, .

By these considerations, it follows that

max min x' Ay =1
YEA, XEA,,
if and only if there is a flow of value F™.
Our flow algorithm tries to find exactly this pair x,y. It does so by using exactly the row
player’s strategy of an experts algorithm mentioned above.



